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> Text-as-data methods builds on numerical representation of our raw texts

> Bag-of-words representations are the most common way of representing texts into
numerical form

o They do so by splitting texts into tokens, and then arranging them in a
document-feature matrix (dfm)

o The construction of the dfm needs to be tailored to the research task
» Classification methods rely on the mapping of tokens into categories/labels

o In dictionary methods, the analyst provides this mapping beforehand, whereas in other
methods it is “learned” from the data

» Validation is an essential part of the analysis, and different methods require different
types of validation
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We use these terms to categorise methods according to how much labelled data
(human guidance, basically) is needed to learn relations between tokens and labels
(and ultimately to assign a text to a class)

In the previous session we covered dictionary methods. In dictionaries the association
between tokens and labels is specified in advance, so the model does not do any
learning. Hence, dictionary methods do not really fit this categorisation.

However, in other cases text-as-data models learn associations between tokens in our
texts and labels from the corpus, and they might do so with the help of some labelled
data.

Unsupervised methods: use modeling assumptions and properties of the texts to
estimate categories and assign documents to them (no labelled data needed)
Semisupervised methods: use both a small amount of labelled data and unlabelled
texts to learn relations between tokens and labels and classify texts (limited amount of
labelled data used)

Supervised methods: trained on labelled texts to learn relations between tokens and
labels and classify texts (labelled training data required)



Acquire Documents —— Preprocess —— Research Objective

Exist ~
-EXISting -Undigitized
Corpora ot
-Electronic '
sources
Classification
Known Categories Unknown Categories
Dictionary “ully
Methods Automated
Clustering
Mixed
Membership
Models

—

Document Level

(LDA)

Fig. 1 An overview of text as data methods.



Topic models

Topic models are a class of models that assign each text with proportional
membership to all categories (“topics”).

Each text is treated as a mixture of categories (that is why we categorise these
models as “mixed membership models™)



Topic models

Topic models are a class of models that assign each text with proportional
membership to all categories (“topics”).

Each text is treated as a mixture of categories (that is why we categorise these
models as “mixed membership models™)

One document could be assigned to just a single category, but it does not need to be
so. This makes results more “flexible” and humanly interpretable



Topic models

Topic models are a class of models that assign each text with proportional
membership to all categories (“topics”).

Each text is treated as a mixture of categories (that is why we categorise these
models as “mixed membership models™)

One document could be assigned to just a single category, but it does not need to be
so. This makes results more “flexible” and humanly interpretable

When we talk simply of “topic models”, we generally mean unsupervised models that
assign texts to a set of unlabelled, not predetermined, categories



Topic models

Topic model with 10 topics implemented on our BBC News 2023 corpus

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic © Topic 7 Topic 8 Topic 9 Topic 10

textl 0.075 0.000 0.020 0.083 0.000 0.169 0.644 0.000 0.008 0.000
text2 0.004 0.000 0.008 0.571  0.000 0.000 0.019 0.000 0.397 0.000
text3 0.003 0.000 0.006 0.014 0.841 0.000 0.000 0.067 0.061 0.008
text4 0.000 0.000 0.000 ©0.000 0.064 0.000 0.927 0.007  0.000 0.000
texts 0.000 0.313 0.000 0.004 0.090 0.000 0.000 0.313 0.000 0.279
text6b 0.000 0.000 0.037 0.000 0.002 0.931 0.028 0.000 0.000 0.000
text? 0.001 0.477 0.001 0.001 0.006 0.001  0.062 0.324  0.001 0.129
texts 0.000 0.054 0.017 0.000 0.014 0.000 0.000 0.000 0.027 0.886
text9 0.001 0.031 0.103 0.001 0.001 0.021 0.713 0.036 0.093 0.001
textl0  0.045 0.000 0.080 0.000 0.000 0.040 0.000 0.758 0.005 0.070
textll 0.000 0.841 0.000 0.000 0.012 0.026  0.000 0.000 0.093 0.026
textl2 0.000 0.000 0.000 0.165 0.004 0.004 0.657 0.000  0.165 0.004
textl3d  0.245 0.016 0.001 0.059 0.011 0.665 0.001 0.001 0.001 0.001
textl4 0.072 0.001 0.308 0.001 0.158 0.108 0.329 0.022 0.001 0.001
textls 0.000 0.216 0.145 0.017 0.000 0.000 0.000 0.399 0.156 0.066
textle 0.000 0.000 0.000 0.000 0.832 0.086 0.004 0.000 0.000 0.077
textl? 0.026 0.0206 0.000 0.004 0.012 0.000 0.000 0.000 0.000 0.930
textl8 0.028 0.016 0.063 0.000 0.491 0.075 0.000 0.071 0.000 0.255
textld  0.615 0.001 0.042 0.012 0.012 0.001 0.036 0.281 0.001 0.001
text20 0.000 0.000 0.000 0.055 0.774  0.168 0.000  0.000 0.000 0.000

Distributions of the 10 topics for 20 documents in our corpus



Topic models

Topic model with 10 topics implemented on our BBC News 2023 corpus

Topic 1 ;Fopic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7 Topic 8 Topic 9 Topic 10

1 us none king mr pay uk us police mr content
2 bank first visit minister health government russian mr Tineker external
3 mr wor1d prince ms staff energy ukraine court former twitter
4 ireland game uk party school new russia ms sir sites
5 northern england president snp government tax mr found video browser
6 banks Teague first first nhs years president family day responsible
7 uk club british government members work city officers pubTic post
8 deal football france yousaf action now war man case view
9  fipancial united government Teader strike help ukrainian heard secretary just
10 company manchester royal scottish children get military car media video
11 new right french forbes care prices video attack need snow
12 data win charles scotland offer food defence home made policy
13 eu players state prime union water  bakhmut video government javascript
14 money team years sturgeon services cost Ttrump died inquiry enable
15 credit time queen vote schools plans forces time evidence Tike
16 twitter cup city secretary england added state years rules weather
17 ai side day Tabour  teachers change  nuclear house  messages want
18 since won macron leadership workers time since  murder policy please
19 musk second video election strikes costs putin case social anything
20 government top part johnson education budget security just gary see

Top 20 words, ordered by frequency, for the estimated 10 topics
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Latent Dirichlet Allocation (LDA)

The most common topic model is Latent Dirichlet Allocation (LDA) [Blei et al., 2003]

LDA goal is to retrieve the latent distribution of topic proportions across documents,
starting from the texts and a formalisation of how they are generated.

It works as follows:

We observe only the words in our documents

Docl: white red blue violet
Doc2: president america white house

And set the number of topics we want the model to retrieve
k=2

Then, a statistical model formalises our understanding of how texts are generated.
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Topic Content

©le

Document- N word-topic
topic 1 distribution
distribution ! M K

a controls the distribution of a topic in a document m, represented by 6.
B influences how words are distributed across topics k, represented by ¢.

z represents the topic assignment of word w in document m, given our topics.

O O o ©

However, we observe only w and K, but we are interested in 6 and ¢



Latent Dirichlet Allocation (LDA)

A Bayesian model tries to reverse engineer the process by guessing different ways of
grouping words into the k topics.

At each step, the model measures how likely is it that the topic assignments could’ve
generated the observed documents, and adapts them so as to increase this likelihood.

Iterations continue until we reach a point where our measure of likelihood/statistical
fit does not improve any more. Model has converged, and a, B, 0, and ¢ are
computed, given the topic assignments.
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Latent Dirichlet Allocation (LDA)

Docl: white red blue violet

Doc2: president america white house
k=2

1. LDA produces a random first assignment of words to topics:
Docl: whitetoPicl redtopicl p|,etopic2 yjiglettopicl
Doc2: presidentt®Pic2 americatoPicl \whitetoPic2 hoysetopic2

2. Assess fit using log-likelihood measure
o How likely is it that these topic assignments could've generated the observed
documents?
o Maximize the joint probability of all the words in the documents, topic assignments,
and topic-word and document-topic distributions.
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3. LDA samples a new word-topic assignment for our documents:
Docl: whitetoPicl redtopicl pjyetopicl yjig|ettopicl
Doc2: presidentt®Pic2 americatoPicl \whitetoPic2 hoysetopric2

4. Assess fit once again. Has our measure of fit (log-likelihood) improved?
o Yes: go ahead with the iterations.
o No or not much or we've reached the limit of our iterations: model stops.

These are the final topic-word assignments. LDA now computes the parameters of the
topic-word (¢) and document-topic (6) distributions from the word-topic counts.

Corpus Algorithm Results
Documents D v Topic, | Topic, |...| Topick
d food 0.09 0.07 ...[ 0.02

health 0.10 0.05 ...[ 0.01
GMO 0.04 0.01 ...[ 020
safety 0.03 0.03 ...[ 0.05
ﬂ farmer | 0.01 0.10 .| 0.07
Lorem ipsum food D LDA
lore m safety lore . . .
Gu;\;f‘)p::;u:s;r)c ﬁ;; D Topic, | Topic, |...| Topicy
rganic ipsum food
egulation lore ipsum dy 010 1004 .1 002
health lore genetically d, 0.05 0.03 ... 0.02
Festicides ipsum d; 002|003 0.09
Terms wy; 7| consumer lore ipsum d 007 | 005 0.01
. farmer lore N :
dp 0.08 0.01 ...[ 0.10

[Maier et al., 2018]
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Top 20 words, ordered by frequency, for the estimated 10 topics
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Evaluating LDA models

LDA are unsupervised models and, therefore, require thorough ex post interpretation,
evaluation and validation

» Human judgment
o Top N words per topic (¢, frequency/exclusivity (FREX) score)
o Document-topic distributions of “obvious” texts

» Evaluation metrics

o Log-Likelihood to inspect model convergence
o Model perplexity to measure how good the model is at predicting unseen (held out)

data
o Semantic coherence to assess how semantically close are the high scoring words in a

topic
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FREX score

The FREX measure is used to rank word, within each topic, according to their
frequency and exclusivity to a topic.

It balances two goals: finding words that are used frequently within a topic, and
words that are distinctive to that topic

Empirically, it is the harmonic mean of two rankings:

o frequency rank (probability of the word under the topic)
o exclusivity rank (probability under a topic vs. other topics)

— 1

frequency * exclusivity

where w is just a weight (typically =0.7) to balance the two rankings

High FREX values indicate words that are both frequent and distinctive to one topic
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Model perplexity

Model perplexity is a measure used to evaluate how well a topic model predicts the
topic-document distribution in a new sample.

Roughly speaking, perplexity is measured by running an LDA model to estimate the
various parameters describing the data-generating process, and then assessing how
likely are the words in the document given the estimated parameters.

Formally, it is defined as the exponential of the negative average log-likelihood per
word in the documents.

Low perplexity values indicate better fit. However,

o it is sensitive to the size of the vocabulary, hence you should be careful when using it
for model comparison

o it does not say much about topic quality or human interpretability
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each topic. Conceptually, it assesses whether the words making up a topic are really
about similar things.

Therefore, it can distinguish interpretable topics from those that are just a statistical
artefact. In this sense, tries to capture topic-quality beyond a statistical fit like
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Semantic coherence

Semantic coherence measures the semantic similarity between high scoring words in
each topic. Conceptually, it assesses whether the words making up a topic are really
about similar things.

Therefore, it can distinguish interpretable topics from those that are just a statistical
artefact. In this sense, tries to capture topic-quality beyond a statistical fit like
perplexity

In practice, it looks at how often the top words in a topic co-occur in the documents
to approximate their semantic similarity, and then get a measure of overall topic
coherence

High coherence values indicate good topics. Also:
o it is way less sensitive than perplexity to changes in the vocabulary, so more useful for
model comparison
o average topic coherence is generally used as metric to evaluate different LDA models
(e.g.. by plotting coherence vs k)



We will be mostly relying on the textmineR package:

o FitLdaModel ()

o other functions for post-estimation

We will also keep using numerous quanteda functions
introduced in the previous session.

When lost, cry for help()!


https://cran.r-project.org/web/packages/textmineR/textmineR.pdf

Structural Topic Models (STM)

In LDA setting, all documents are assumed to come from the same data-generating
process: all documents’ mixture of topics is drawn from the same distribution

However, there cases where topic proportions or topic content are influenced by some
document-level factors:
o e.g., news articles from 2020 talk more about “pandemics” than articles from 2010
(time influences topic prevalence)

o e.g., newspapers with different audiences use different words to talk about the same
topics (“cost of living” vs “inflation”) (newspaper type influences topic content)



Structural Topic Models (STM)

In LDA setting, all documents are assumed to come from the same data-generating
process: all documents’ mixture of topics is drawn from the same distribution

However, there cases where topic proportions or topic content are influenced by some
document-level factors:
o e.g., news articles from 2020 talk more about “pandemics” than articles from 2010
(time influences topic prevalence)

o e.g., newspapers with different audiences use different words to talk about the same
topics (“cost of living” vs “inflation”) (newspaper type influences topic content)

Structural Topic Models (STM) [Roberts et al., 2016] can incorporate the
information from document-level metadata to better model topic prevalence and
content, which are allowed to vary based on document’s characteristics



Structural Topic Models (STM)

Topic 1 and Party ID
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Figure 2: Party ID, Treatment, and the Predicted Proportion in Fear Topic (1 of 3)
[Roberts et al., 2014]
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Structural Topic Models vs LDA

Whether you should prefer STM over LDA depends on your research goals and on the
nature of your data

STM can be preferable if

o You have interesting document-level metadata
o You want to do hypothesis testing or regression analysis on topics

o You want to model changes over time or across groups

LDA is the way to go if

o You do not have metadata or you are just not interested in them
o You do not want to make assumptions on topics based on document metadata

o Your corpus is very large and you value speed over topic variation by metadata



Semisupervised classification
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Keyword-Assisted Topic Models (KeyATM)

There are topic models that try to combine the features of dictionary methods
(having keywords to guide topic-word distributions) and unsupervised methods
(learning from word co-occurrence the topic-document distributions)

Because of the use of keywords, such models are called semi-supervised
One example are Keyword-Assisted Topic Models (KeyATM) [Eshima et al., 2024]

However, there are other implementations that do very similar things (e.g., Seeded
LDA [Watanabe and Zhou, 2020])



Keyword-Assisted Topic Models (KeyATM)

TABLE 3 Keywords for Each Topic

Type Topic Label Keywords

Pork barrel Public works employment, public, works
Road construction road, budget

Programmatic Regional devolution rural area, devolve, merger

Tax

Economic recovery
Global economy
Alternation of government
Constitution

Party

Postal privatization
Inclusive society
Social welfare
Pension

Education
Environment
Security

consumption, tax, tax increase
economic climate, measure, fiscal policy, deficit
trade, investment, industry
government, alternation
constitution

party, political party

postal, privatize

women, participate, civilian
society, welfare

pension

education

environment, protection

defense, foreign policy, self defense

Notes: The left and middle columns show the types of policies and topic labels assigned by Catalinac (2016). The corresponding keywords
in the right column are obtained from the UTokyo-Asahi Surveys (UTAS). This results in the removal of five policy areas (sightseeing,
regional revitalization, policy vision, political position, and investing more on human capital) that do not appear in the UTAS.

[Eshima et al., 2024]



Keyword-Assisted Topic Models (KeyATM)

TABLE4 Comparison of Top 10 Words for Six Selected Topics between the Covariate keyATM and
STM

Road Construction Tax Economic Recovery
keyATM STM keyATM STM keyATM ST™M
development tax Japan Japan reform reform
road reduce tax tax citizen measure postal
city yen citizen JCP societyx privatize
construction housing jCcp politic Japan Japan
tracks realize consumption tax economic climate rural area
budget daily life politic consumption reassure country
realize move forward tax increase tax increase economy citizen
promote city oppose oppose institution safe
move forward education business business safe government
early measure protect protect support pension

Inclusive Society Education Security

keyATM STM keyATM STM keyATM STM
politic politic politic Japan Japan society
civilian reform Japan person foreign policy Japan
societyx new person country peace world
participate realize children politic world economy
peace citizen education necessary economy environment
welfarex government country problem country international
aim daily life make children citizen education
human rights rural area force force defense country
realize corruption have have safe peace
consumptions change problem future international aim

Notes: The table shows the ten words with the highest estimated probabilities for each topic under each model. For keyATM, the pre-
specified keywords for each topic appear in bold letters whereas the asterisks indicate the keywords specified for another topic.

[Eshima et al., 2024]
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Keyword-Assisted Topic Models (KeyATM)

KeyATM enhances traditional topic modeling (like LDA) and STM by allowing users
to provide seed words (keywords) for some topics.

The model then:

o Softly biases specific topics to prefer those keywords - but does not fix them (keywords
could end up in other topics)

Allows other words to join these topics based on co-occurrence with the keywords

(e]

Other topics can be left unguided and are discovered in a fully unsupervised way

[e]

Optionally, KeyATM can model how covariates (e.g., author, time) influence topic
prevalence - like in STM

Therefore, compared to totally unsupervised models (e.g., LDA or STM), KeyATMs

seek to improve topic relevance and interpretability (by pre-determining some topics
of interest), whilst allowing for some flexibility and ability to “discover” topics.

(e]
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Evaluating KeyATM models

KeyATM, like other topic models, can be evaluated by using similar measures
employed for LDA models (e.g., FREX scores, and semantic coherence)

However, as they map texts into pre-determined categories, other types of validity
assessments are possible as well (see [Ying et al., 2022])
Review of all articles in 01/2018-01/2021 period in APSR, AJPS, and JOP

20 articles that include topic models

19 articles| 1 article
‘Word distribution: No reported validation
Word clouds,
top words,

and/or FREX words

8 articlchL
4 articl N .
L Report fit statistics

4 articles . . 1 articl
% Bespoke validation ariee

) ) P ) ———— Parthasarathy ct al. (2019)
Barberd et al. (?Ul 9)— — Predictive validity
Custom website — Survey of human observers

- Dietrich et al. (2019,
Blumenau & Laudendale (2018) Rembliomns /“Dm(mmés,,
Coded 200 documents P * *
whether crisis related

Motolinia (2020)
2/450 topics compared

speeches compared to
to external events

partisan topics

Figure 1. Survey of practices in topic model analysis in top political science journals.



Evaluating KeyATM models

"Bespoke approaches’ to validate topic models [Ying et al., 2022] are tailored to the
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Evaluating KeyATM models

"Bespoke approaches’ to validate topic models [Ying et al., 2022] are tailored to the
specificity of the study under consideration

However, they share the overall aim of testing a measure against substantive
expectations
Examples could be

o evaluate “predictive validity” of topics by checking that topics are responsive to external
events

o convergent validity by showing that topics align with other measures

o use of “gold-standard” measures for comparison
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Use of “gold-standard” measures

Generally, this takes the form of a comparison with human coding

o Use of data annotated in the same categories by other scholars

o Use of data annotated by yourself/your team (see Grimmer et al. (2022, Chapter 18
"“Coding a training set”)

o Crowdcoded annotated data (but is still a viable option?)



Use of “gold-standard” measures

FIGURE1 Comparison of the ROC Curves between keyATM and wLDA for Six

Selected Topics
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Validation with annotated data

Confusion matrix

o0 a KxK cross-tabulation of predicted classes and gold-standard classes
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Validation with annotated data

Confusion matrix

o0 a KxK cross-tabulation of predicted classes and gold-standard classes

Accuracy

o The proportion of instances that have been correctly classified
o How good is my classification model, overall?

Precision (for category k)
o Number of instances correctly assigned to k, over the total number of instances
assigned to k
o How good is my model at assigning instances to a category?

Recall (for category k) (sometimes called Sensitivity)

o Number of instances correctly assigned to k, over the total number of instances that
are in category k
o How good is my model at retrieving instances from a category?

Specificity (for category k)
o Number of instances correctly not assigned to k, over the total number of instances
that are not in category k
o How good is my model at identifying what does not belong to class k?



Validation with annotated data

Accuracy

o The proportion of instances that have been correctly classified
o How good is my classification model, overall?

Predicted

Class 1 Class 2 Class 3

( N\ [ N N\
Class 1 700 300 0
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s N N A

Actual Class 2 200 8300 100
& AN VAN J
( N N\ N\

Class 3 0 100 300




Validation with annotated data

Accuracy

o The proportion of instances that have been correctly classified
o How good is my classification model, overall?

Predicted

Class 1 Class 2 Class 3

e N N N
Class 1 700 300 0

(& VAN J J
( N\ [ \ [ N\

Actual Class 2 200 || 8300 || 100
" VAN VAN J
8 N\ [ N\ [ )

Class 3 0 100 300
| VAN VAN J

o Correct =700+ 8,300+ 300 =9,300; Total =10,000
o Accuracy =9,300/10,000=0.93



Validation with annotated data

Precision (for category k)

o Number of instances correctly assigned to k, over the total number of instances
assigned to k
o How good is my model at assigning instances to a category?

Predicted

Class 1 Class 2 Class 3

4 N\ N )
Class 1 700 300 0

1\ VAN VAN J
4 N\ [ N N\

Actual Class 2 200 8300 100
\_ J U VAN J
4 N\ [ N\ )

Class 3 0 100 300




Validation with annotated data

Precision (for category k)

o Number of instances correctly assigned to k, over the total number of instances
assigned to k
o How good is my model at assigning instances to a category?

Predicted

Class 1 Class 2 Class 3

4 N\ N ~\
Class 1 700 300 0

1\ VAN VAN J
4 N\ [ N )\

Actual Class2 | 200 || 8300 || 100
o AN VAN _J
4 N\ [ N\ N\

Class 3 0 100 300
. VAN VAN J

o Correct =8,300; Total =300+8,300+100=28,700
o Precision =8,300/8700=0.95



Validation with annotated data

Recall (for category k)

o Number of instances correctly assigned to k, over the total number of instances that
are in category k
o How good is my model at retrieving instances from a category?

Predicted
Class 1 Class 2 Class 3
4 N\ N )
Class 1 700 300 0
1\ VAN VAN J
4 N\ [ N\ )\
Actual Class 2 200 8300 100
(& VAN VAN J
4 N\ N\ )
Class 3 0 100 300




Validation with annotated data

Recall (for category k)

o Number of instances correctly assigned to k, over the total number of instances that
are in category k
o How good is my model at retrieving instances from a category?

Predicted
Class 1 Class 2 Class 3
4 N N ™\
Class 1
700 300 0
1\ VAN VAN J
4 N\ [ N\ )\
Actual Class2 | 200 || 8300 || 100
(& . VAN J
4 N\ N\ N\
Class 3 0 100 300
. VAN VAN J

o Correct =8,300; Total =200+ 8,300+ 100
o Recall =8,300/8,600=0.96



Validation with annotated data

Specificity (for category k)

o Number of instances correctly not assigned to k, over the total number of instances
that are not in category k
o How good is my model at identifying what does not belong to class k?

Predicted

Class 1 Class 2 Class 3

4 N\ N\ N\
Class 1 700 300 0

\ VAN VAN J
4 N N N\

Actual Class 2 200 8300 100
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Validation with annotated data

Specificity (for category k)

o Number of instances correctly not assigned to k, over the total number of instances
that are not in category k
o How good is my model at identifying what does not belong to class k?

Predicted

Class 1 Class 2 Class 3

4 N\ \ ™\
Class 1 700 300 0

(& VAN VAN J
4 N\ N\ )\

Actual Class2 | 200 || 8300 || 100
o A J _J
4 N\ N\ [ N\

Class 3 0 100 300
o VAN VAN J

o Correct =700+ 300=1,000; Total =700+ 300+ 100+ 300=1,400
o Specificity =700/1,400 =0.5
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Validation with annotated data

You can compute average precision, recall, or specificity measures by averaging them

across K
Predicted

Class 1 Class 2 Class 3

( N /7 N N
Class 1 700 300 0

- VAN VAN J
2 N\ N\ N\

Actual Class2 | 200 || 8300 || 100
& VAN VAN J
( N N\ )

Class 3 0 100 300
- VAN VAN J

o Precision (k=1) =700/900=0.78



Validation with annotated data

You can compute average precision, recall, or specificity measures by averaging them

across K
Predicted

Class 1 Class 2 Class 3

( N N N\
Class 1 700 300 0

. AN VAN J
e N [ N )

Actual Class 2 200 8300 100
. J VAN J
4 N\ [ N\ )

Class 3 0 100 300
1\ VAN VAN J

o Precision (k=1) =700/900=0.78
o Precision (k=2) =8,300/8,700 = 0.95



Validation with annotated data

You can compute average precision, recall, or specificity measures by averaging them

across K
Predicted

Class 1 Class 2 Class 3

4 N\ N\ N\
Class 1 700 300 0

. J L AN J
4 N\ N [ T\

Actual Css2 | 200 || 8300 || 100
. VAN AN J
4 N N\ )

Class 3 0 100 300
. VAN J J

o Precision (k=1) =700/900=0.78
o Precision (k=2) =8,300/8,700 = 0.95
o Precision (k=3) =300/400=0.75



Validation with annotated data

You can compute average precision, recall, or specificity measures by averaging them

across K
Predicted
Class 1 Class 2 Class 3
r N N N
Class 1 700 300 0
\ J J J
s N N ™
Actual Class 2 200 8300 100
\ J J Y,
r N N ™
Class 3 0 100 300
\ J J J
o Precision (k=1) =700/900=0.78
o Precision (k=2) =8,300/8,700 = 0.95
o Precision (k=3) =300/400=0.75
o Average Precision = (0.78+0.95+0.75)/3=0.83



We will be mostly relying on the keyATM package:

o read_keywords ()
o keyATM_read()
o keyATM()

o other functions for post-estimation

We will keep using numerous quanteda functions. The code
also contains an example of structural topic model using the
stm package

When lost, cry for help()!


https://cloud.r-project.org/web/packages/keyATM/keyATM.pdf

Supervised classification

40> «F > «E» « > = Q>



Acquire Documents —— Preprocess — Research Objec

Existi ~
< Adsting -Undigitized
orpora ot
-Electronic
sourees
Classification
Known Categories Unknown Categories
Dictionary Sen;\l/[sutli) er‘;flsed “ully
Methods ethods Automated
SuForvisod Clustering
Methods H
/ \ Mixed
R Mixed Membership
Individual Membership Models
Classification Models
(Seeded LDA) f\/‘
L Document Level
Individual ' v

Methods Ensembles

Fig. 1 An overview of text as data methods.



Supervised methods for classification

Supervised learning methods use statistical models to approximate the mapping
between examples in a coded data and the labels assigned to them

Basically, they rely on examples of texts assigned to the categories of interest by
coders, and “learn” the relationship between tokens in these texts and the labels
assigned to them

For this reason, we say that these models are “trained” on labelled data



Supervised methods for classification

Once the model learns how tokens are mapped into labels/categories, it uses this
knowledge to assign new texts to the categories based on the tokens in the new text.
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Supervised methods for classification

supervised classification

There are a lot of options in terms of machine learning models that can perform
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Supervised methods for classification

Beyond the complexity of the various algorithms, there is a core strategy:
1. Define a set of categories < like in semi-supervised methods
2. Use those categories to label a subset of texts — new!
3. Train a machine learning algorithm to make predictions on new texts — new!

As long as the machine learning algorithm predicts accurately in the kind of
documents you want to analyse, it doesn’t much matter what it is!
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Random forest algorithm

The random forest (RF) algorithm is a supervised method that builds on the concept
of decision tree learning

A decision tree is a flowchart-like structure representing a decision role of the kind if
[...] and [...] then [outcome]

o In the context of supervised text classification, you can think of the conditions as word
frequencies, and the outcome as the assignment of the text to a class

Random forest algorithms “grows” many different decision trees, and then average
their predictions to get the final classification

o They are an “ensable” method

o By growing multiple and slightly different trees, RF algorithms can make more robust
predictions than by relying just on one tree



Random forest algorithm

An annotated dfm is used to train an algorithm to learn how tokens map into labels.

Text Features/Tokens Label
market party labour budget

docy 2 2 13 0 politics
docy 3 0 0 7 economy
docs 2 5 0 0 politics
docy 3 0 1 0 economy
docsg 7 2 0 0 economy
doc,_4 1 7 4 0 politics
doc,_3 7 2 0 0 economy
doc,_» 6 1 5 0 economy
doc,_1 4 10 0 0 politics
doc, 4 3 9 5 economy




Random forest algorithm

The training data is used in a random process to generate many decision trees, each
one making a prediction

> Sample the original data to get an unique training dataset for a tree

Features/Tokens Label
market party labour budget
2 2 13 0 politics
3 0 0 7 economy
2 5 0 0 politics
3 0 1 0 economy
7 2 0 0 economy
1 7 4 0 politics
7 2 0 0 economy
6 1 5 0 economy
4 10 0 0 politics
4 3 9 5 economy
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Random forest algorithm

The training data is used in a random process to generate many decision trees, each

one making a prediction
» Randomly sample a number of features to split the data
» Among those feature, select the one that splits the data best

>3
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» Compare nodes “purity” using a measure called entropy, which basically tells us how
much information is needed in a node to classify an object with certainty



Random forest algorithm

The training data is used in a random process to generate many decision trees, each

one making a prediction
» Randomly sample a number of features to split the data
» Among those feature, select the one that splits the data best

>4 <4 s
politics it .
economy economy politics politics economy
olitics .

econom ’ politics politics economy

v economy aconomy
olitics

economy economy p economy
politics economy

economy economy

» Compare nodes “purity” using a measure called entropy, which basically tells us how
much information is needed in a node to classify an object with certainty
» Select feature leading to nodes with lowest entropy, and split
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Once the decision tree is “fully grown”, it has learned how tokens maps into labels
It can now be used to make predictions on new texts

> Imagine we want to label a text containing the tokens “market”, “party”, “labour”, and
“budget” appearing 1, 3, 9, and 0 times.

» The tree has learned that if “party” <3 and “labour’ <12 then — “economy”
In a RF model, many different such trees are grown
Each one makes its own prediction for a new text

Then, the label “voted” by most trees is the final model prediction
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How to grow a random forest

The structure and behaviour of machine learning models is governed by quantities
called “parameters”

Each type of model has its own set of parameters

In the case of random forest algorithms, the main parameters are those determining:
o how many trees are there?
o how many features to evaluate at each split?

o when to stop growing a tree?
Experience may provide us with “rules of thumb” on acceptable parameter values
Hyperparameter tuning is useful in finding optimal parameter values

Model tuning # Model training
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Tuning a machine learning algorithm

Tuning means finding optimal parameter values for training the model

1.

Decide which parameters can/needs to be tuned (this depends on the model and on
the importance of the parameter for classification performance)

2. Select the possible parameter values that you want to try for each parameter

3. Split your data in train, validation and test set (alternatively, you can use

cross-validation during tuning. It is important that all final evaluations are made on the
test set)

. Estimate different models, one for each combination of parameter values, and assess

their performance
4.1 Fit the model on the training data
4.2 Assess model performance on a validation set

4.3 Select parameter values used for the best performing model

Test model on test set to simulate real world scenario (validation set influences the
model as it is used for tuning, hence it is not anymore a credible benchmark)

. If test performance is satisfactory and no additional tuning is needed, you can train the

model once again on the full labelled data (with the parameter values decided after
tuning) and use it to label unseen data
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Validation in the context of supervised learning

In supervised classification tasks, performing a train-test split is essential to evaluate
the model's ability to generalize to unseen data

The dataset is divided into a training set (used to fit the model) and a test set (used
to assess performance)

Model tuning might require a further split in a validation set, or techniques like k-fold
cross-validation

All this is to avoid “data leakage” and ensure that the model performs well not only
on the training data but also on new, real-world examples (avoiding “over-fitting”)



(More on) validation with annotated data

Confusion matrix

0 a KxK cross-tabulation of predicted classes and gold-standard classes

Accuracy

o The proportion of instances that have been correctly classified
o How good is my classification model, overall?

Precision (for category k)
o Number of instances correctly assigned to k, over the total number of instances
assigned to k
o How good is my model at assigning instances to a category?

Recall (for category k) (sometimes called Sensitivity)

o Number of instances correctly assigned to k, over the total number of instances that
are in category k
o How good is my model at retrieving instances from a category?

Specificity (for category k)
o Number of instances correctly not assigned to k, over the total number of instances
that are not in category k
o How good is my model at identifying what does not belong to class k?
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(More on) validation with annotated data

In some cases the accuracy measure is too basic and can give us some biased
evaluation of classification performance

Accuracy can be problematic in case of multi-class classification tasks, and definitely
to avoid in case of class imbalance

Other measures are more robust and, therefore, preferable. Most of them try to
combine the information coming from precision and recall metrics into one score

Balanced Accuracy

o It is essentially the average of recall across classes
o It tend to converge to the accuracy measure if the dataset is balanced

F1-Score

o It is the harmonic mean of precision and recall
o Hence, it is good to spot weak points of a prediction algorithm

» Grandini et al. 2020 provide a super useful review of such measures (see reading list)


https://www.dropbox.com/scl/fi/8nw96h6ydl0xhhjo1wgab/readings-and-materials.docx?rlkey=tli50ju5h9k9usmqca2qipjz5&e=1&st=d85pod0v&dl=0

We will be mostly relying on the randomForest package:

o randomForest ()

o other functions for post-estimation and validation

Other useful packages for machine learning classifiers are:
class, naivebayes,, and xgboost

When lost, cry for help()!


https://cran.r-project.org/web/packages/randomForest/randomForest.pdf

Recap

» Depending on the amount of labelled data used to train our models, we talk of
unsupervised, semisupervised or supervised methods

» Unsupervised methods (e.g., LDA), require little ex ante work, but more effort in
terms of ex post interpretation

> Semisupervised and supervised methods are preferable when we are interested in
pre-determined labels or categories

» They require different amount of annotated input data, but can be also more easily
assessed against gold standard measures

> Validation is essential for all models, and many metrics are available to summarise the
performance of a classifier



Next session:

Word-embeddings approaches
and large language models
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